»
s

-

COVID or flu?

3 ion!
moncsry That's the question!
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— Increased stress on both healthcare Data Preparation

works and patients. The pre-processing techniques used to
enhance the features relevant to COVID-
19 detection and denoise the chest X-rays
include:

As a result, it is important to explore
other avenues for COVID-19 detection.
One of these methods, is to use

machine learning (ML) models to
detect COVID-19 in chest X-ray images. © Contrast enhancement (CLAHE)
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Figure 3. ROI applled image Figure 5. Classification performance of various machine learning models

& + Automated procedure. Conclusion and Future Work

Machine Learning

Various ML algorithms were trained and The ML models implemented are capable of correctly

Project Aim tested on the X-ray images, including; classitying and differentiating chest X-ray images ot COVID- £
To explore advanced image VGG-16, DenseNet121, InceptionNet101 19, viral pneumonia and healthy patients with high accuracy. h
classification techniques to determine and our very own custom CNN model. Future work involves modifying the pre-processing

whether ML can be used to correctly Cross validation were performed procedure and implementing other ML techniques such as
identity COVID-19 in chest X-ray using the k-Fold Cross Validation w . Vision Transformer for X-ray classification. Furthermore, the
images. method. Figure 4. CLAHE and median 1N Odels could be adapted to classity other lung diseases.
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