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Chapter	1: Executive	Summary	
With	the	constant	improvements	in	technology,	there	has	been	a	clear	shift	in	the	ways	that	non-
verbal	 neurodivergent	 individuals	 are	 able	 to	 communicate	with	 the	 general	 population.	 This	
includes	the	use	of	tools,	such	as	phone	applications,	which	using	TTS	can	take	the	form	of	an	
arti_icial	voice	for	the	individual.	This	project	looks	to	take	one	such	tool	and	improve	it	in	a	way	
that	will	create	a	near	seamless	arti_icial	voice,	which	also	bene_its	those	who	struggle	with	the	
process	 of	 typing.	 These	 tools	 are	 more	 commonly	 known	 as	 Augmentative	 and	 Alternative	
Communication	 (AAC)	 tools/applications,	 communication	 devices,	 or	 “talkers”,	 and	 assist	 in	
construction	of	sentences/phrases	through	the	use	of	linking	symbols/keywords	and	predictive	
keyboards	[1].	With	numerous	options	on	the	market,	they	look	to	meet	the	accessibility	needs	of	
neurodivergent	people,	categorised	by	cognitive,	physical,	and	speech	needs.	The	main	features	
expected	of	a	AAC	application	 is	a	simple	 layout,	usually	with	 larger	buttons	to	press	 to	assist	
those	 with	 physical	 needs	 who	 mays	 struggle	 to	 type	 on	 a	 keyboard,	 as	 well	 as	 prede_ined	
options/the	ability	to	categorise	and	store	symbols/keywords	for	repeated	use	in	communication.	
With	 the	 speci_ic	 needs	 of	 individuals	 varying	 highly	 from	 person	 to	 person,	 there	 is	 often	 a	
required	 trial	 period	 to	 determine	 if	 the	 application/tool	 is	 appropriate	 for	 the	 needs	 of	 the	
individual.	This	can	be	a	slow,	and	tedious	problem,	and	as	a	result,	a	solution	that	meets	all	needs	
is	desirable.		

Talk	For	Me,	is	an	application	developed	by	Across	the	Cloud,	which	in	its	current	form,	presents	
the	user	with	images/terms	to	select,	then	passing	these	along	to	a	Large	Language	Model,	which	
creates	a	sentence	to	be	spoken	via	TTS.	It	was	created	by	Dr	Matthew	Berryman,	who	suffered	a	
haemorrhagic	stroke	that	left	him	paralysed	for	three	weeks	after	and	unable	to	speak.	During	
this	 time	 he	was	 frustrated	 in	 the	 limited	 tools	 provided	 by	 the	 hospital	 to	 allow	 for	 him	 to	
communicate,	sighting	paper	charts	that	did	not	even	include	things	such	as	the	television	in	his	
room.	As	a	result,	Talk	For	Me	is	an	application	aimed	towards	predominately	the	needs	of	stroke	
patients,	with	other	disabilities	that	affect	speech	also	in	mind.		

The	 improvements	we	 are	 looking	 to	make	 range	 from	UI	 improvements	 to	 better	 assist	 the	
neurodivergent	user	base,	keeping	it	simple	but	effective.	We	also	hope	to	use	location	and	time	
data,	along	with	the	user’s	previous	behaviour	to	make	recommendations	on	sentences	that	better	
_it	 the	 context	 of	 the	 user’s	 actions.	 Such	 as	making	 recommendations	 for	 keywords/phrases	
based	 upon	 the	 restaurant	 the	 user	might	 be	 at,	 at	 the	 time.	 Along	with	 this,	 improvements	
towards	the	Large	Language	Model	used	will	be	made	to	ideally	create	as	seamless	of	a	transition	
from	selection	to	speaking	as	possible.		

This	 report	 goes	 into	 greater	 detail	 regarding	 each	 of	 the	 components	 of	 the	 prospective	
improvements,	with	a	literature	review	providing	greater	insight	into	some	of	the	components	of	
this	project,	how	we	will	achieve	such	improvements,	and	the	progress	that	has	been	made	so	far.		
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Chapter	2: Introduction	
2.1. Aims	
Talk	For	Me	is	a	text-to-speech	(TTS)	iOS	application	that	processes	uploaded	images	to	generate	
contextual	text	suggestions,	which	can	t	hen	be	spoken	aloud	by	the	device.		The	application	is	
currently	 in	alpha,	offering	only	basic	 text	suggestions.	The	aim	is	 to	enhance	this	 feature	and	
incorporate	 additional	 elements	 to	 improve	 the	 application.	 Improving	 these	 features	 and	
subsequently	 integrating	 the	 application	 into	 the	 neurodivergent	 community	 ensures	 future	
contributions	to	the	advancement	of	the	health	caregiving	market.	

	

2.2. Background	
Nonverbal	individuals	often	face	signi_icant	challenges	with	communication.	While	tools	like	sign	
language	have	provided	solutions,	 they	are	not	universally	effective	as	 it	 is	not	widely	known.	
Consequently,	 TTS	 applications	 have	 been	 developed	 to	 enable	 nonverbal	 individuals	 to	
communicate	in	real-time	with	others	using	a	common	language.		

Arti_icial	Intelligence	(AI),	particularly	through	the	use	of	Large	Language	Models	(LLMs),	is	the	
key	tool	driving	the	improvements	for	Talk	For	Me.	LLMs	can	perform	language	generation	and	
natural	language	processing,	enabling	users	to	input	keywords	in	the	form	of	images	and	generate	
complex	sentences.	With	numerous	LLM	options	available,	 this	project	will	also	evaluate	 their	
performance	 to	 enhance	 communication	 speed.	 Additionally,	 the	 project	 will	 explore	 LLMs	
capable	of	operating	locally	on	the	user’s	mobile	phone.		

	

2.3. Motivation	
The	 Dr	 Matthew	 Berryman,	 of	 Across	 the	 Cloud,	 inspired	 the	 idea	 for	 Talk	 For	 Me	 after	
experiencing	 a	 stroke	 and	 facing	 communication	 struggles.	 As	 a	 results,	 the	 application	
development	project	is	driven	by	the	need	to	help	neurodivergent	individuals	nonverbally	specify	
their	needs	to	the	public.	In	the	past,	TTS	applications	have	been	slow	and	cumbersome	because	
users	had	to	manually	type	and	edit	every	word	they	wanted	to	be	spoken.	However,	with	the	
integration	 of	 AI,	 these	 interactions	 are	 expected	 to	 become	 more	 natural	 and	 seamless,	
eliminating	the	pauses	caused	by	manual	input.	AI	will	achieve	this	by	predicting	the	most	likely	
sentences	based	on	various	factors	such	as	location,	keywords,	and	previous	behaviour	or	chosen	
sentences.	 It	will	 the	 give	 contextual	 suggestions	 to	 the	 users	 allowing	 them	 to	 communicate	
easier.	

	

2.4. Objectives	
To	ensure	success	within	the	allotted	time	frame	and	considering	the	team's	expertise,	the	project	
focuses	solely	on	enhancing	the	application's	user	interface	(UI),	functionality,	performance,	and	
analytics.	By	narrowing	the	scope,	the	purpose	is	to	develop	a	high-quality,	scalable	application.	
Speci_ically,	the	objectives	are	to	make	UI	improvements,	integrate	location-based	systems,	and	
LLM	exploration.	UI	 improvements	will	 enhance	both	 the	 readability	 and	marketability	of	 the	
product,	 particularly	 for	 neurodivergent	 audiences.	 Integrating	 location-based	 systems	 will	
create	 a	more	 personalized	 user	 experience,	 signi_icantly	 improving	 the	 user's	 quality	 of	 life.	
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Exploring	and	experimenting	with	Large	Language	Models	(LLMs)	will	ensure	the	generation	of	
consistently	appropriate	sentences,	reducing	the	frequency	of	errors.	

	

2.5	Project	management	
Regular	meetings	with	the	team	will	be	held	to	ensure	tasks	are	complete.	Furthermore,	regular	
bi-weekly	meetings	with	Dr	Berryman	will	also	ensure	that	the	project	remains	aligned	with	the	
company's	 needs	 and	 values.	 To	 adhere	 to	 the	 time	 constraints,	 the	 schedules	 outlined	 in	
Appendix	A:	Gantt	Chart	will	be	strictly	followed.	

	

2.6	Report	overview	
This	report	provides	a	review	of	relevant	literature	pertaining	to	the	project	objectives.	It	offers	a	
comprehensive	 overview	 of	 the	 objectives,	 outcomes,	 and	 strategies	 implemented	 to	 achieve	
them.	Additionally,	it	provides	details	on	the	current	progress	of	each	approach	and	the	plan	to	
complete	them	in	the	future.	
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Chapter	3: Literature	Review	
3.1. User	Interface	
The	 User	 Interface	 (UI)	 is	 an	 essential	 component	 of	 the	 success	 of	 an	 mobile	 application,	
especially	for	applications	that	serve	specialized	purpose	such	as	TTS.	The	interaction	between	
the	user	and	the	functionality	of	an	application	must	be	ensure	usability,	accessibility,	and	overall	
satisfaction	 of	 users.	 Hence,	 it	 is	 important	 to	 delve	 into	 literature	 review	 concerning	 the	
importance	and	components	of	UI	design	and	their	relevance	to	a	TTS	application.	Previous	work	
and	studies	on	UI	design	considerations	for	application	will	be	also	explored	to	identify	strategies	
for	future	design.	

The	UI	is	how	the	users	will	interact	with	application	and	be	delivered	it’s	intended	functionalities.	
The	aim	of	a	successful	UI	design	is	to	enhance	the	user’s	ability	to	navigate	and	understand	the	
conveyed	 information	 [2].	 On	 the	 contrary,	 A	 poorly	 designed	 UI	 would	 lead	 to	 frustration	
confusion	[2].	This	is	especially	important	when	considering	the	context	of	a	TTS,	where	the	user	
base	is	likely	to	be	impaired	and	may	have	dif_iculties	navigating	the	application.	Several	studies	
have	 highlighted	 the	 importance	 of	 a	 well-designed	 UI	 no	 matter	 the	 target	 audience	 [3].	
Application	types	ranging	from	mental	health	to	e-commerce	platforms,	users	were	found	to	value	
and	prioritize	user	friendliness	and	UI	design	when	evaluating	applications	[3].	This	highlights	
the	importance	of	designing	an	interface	which	is	intuitive	and	ascetically	appealing	to	improve	
the	overall	user	experience.	

3.1.1. 	Previous	Work	on	UI	Design	on	Applications	
The	 theory	of	Cognitive	Load	suggests	 that	 reducing	 the	unnecessary	mental	 load	required	 to	
navigate	an	application	can	improve	the	effective	information	intake	and	performance	of	a	task.	
This	 can	 be	 applied	 to	 UI	 design	 to	 increase	 user	 friendliness.	 By	 reducing	 the	 amount	 of	
information	on	a	page,	user	can	channel	their	focus	on	the	intended	task.	

Studies	conducted	by	Nielsen	emphasised	that	user	friendliness	increases	when	interfaces	display	
relevant	details	and	minimise	unnecessary	information	[4].	It	was	also	found	that	users	are	more	
likely	 to	respond	well	 to	 interfaces	with	white	spaces	where	 information	 is	shown	clearly	and	
reduced	clutter	[4].	Reducing	extraneous	information	was	shown	to	reduce	the	cognitive	load	[4].		

Kurniawan	and	Zaphiris	conducted	studies	on	assistive	technologies	for	the	elderly,	de_ining	many	
bene_iting	strategies	in	increasing	usability	of	UI	design	[5].	It	was	found	that	UI	with	large	font	
size,	readable	styles,	high	contrast,	and	colours	were	highly	effective	in	aiding	the	experience	of	
visually	 or	 cognitive	 impaired	 users	 [5].	 This	 aligns	 with	 the	 context	 of	 a	 TTS	 application,	
harbouring	similar	type	of	user	base.	

The	kinetic	load	of	a	UI	design	refers	to	the	physical	effort	required	to	perform	a	task.	Studies	have	
discussed	the	ergonomics	of	UI,	considering	the	placements	of	interactive	elements	[6].	It	is	key	
to	accommodate	the	natural	human	movements	in	design.	Many	strategies	can	be	employed	to	
reduce	the	kinetic	load	[6].	Buttons	and	elements	should	be	minimised,	team	elements	closely	and	
use	familiar	design	choices.	By	optimizing	the	placement	of	interactive	elements,	physical	effort	
required	to	use	an	application	will	be	signi_icantly	reduced.		

When	 designing	 a	 UI	 many	 considerations	 can	 be	 adapted	 from	 web	 applications.	 The	 Web	
Content	Accessibility	Guidelines	 (WCAG)	 is	a	 set	 list	of	guidelines	which	web	pages	adhere	 to	
make	 content	 more	 accessible	 [7].	 These	 guidelines	 ensure	 the	 principles	 of	 perceivability,	
operability,	understandable	and	robustness	[7].	These	may	include	increasing	the	text	readability,	
keyboard	accessibility	and	incorporating	alternative	text	for	interactive	elements	[7].	It	was	found	
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by	Petrie	 and	Kheir	 found	 that	 not	 only	 did	WCAG	 improve	 the	 user	 experience	 for	 impaired	
individuals	but	also	for	all	general	users	[8].	This	is	attributed	to	the	accessibility	focused	design	
practices	 such	 as	 increasing	 visibility	 and	 navigation	 [8].	 Hence,	 this	 strictly	 aligns	 with	 the	
context	of	the	TTS	application,	in	which	considering	these	guidelines	in	the	design	of	UI	can	make	
an	application	accessible	to	a	wide	range	of	people,	especially	with	individuals	with	motor,	visual	
or	auditory	impairments.		

When	speci_ically	looking	at	the	UI	design	choices	for	an	TTS	application,	many	strategies	can	be	
explored.	When	considering	TTS	platforms	for	users	with	speech	impairments,	a	study	employed	
the	 use	 of	modi_iable	 interface	which	 allow	 the	 users	 to	 physically	 change	 the	 speech	 speed,	
volume,	and	pitch	[9].	The	ability	to	cater	to	the	speci_ic	needs	of	the	user	and	_ine	tune	different	
settings	can	signi_icantly	improve	the	accessibility	provided	by	the	application	[9].	This	addition	
reported	positive	feedback	from	users.	Although	the	adjustments	to	the	speech	output	is	handled	
by	the	language	model,	the	UI	design	will	facilitate	the	user’s	interaction	with	the	functionality.	

Joen	et	al.	explored	the	usage	of	iconography	in	UI	design	for	TTS	applications.	It	was	found	that	
increasing	the	reliance	usage	of	visual	cues	rather	than	text	for	UI,	improve	users'	comprehension	
of	the	application's	functionality	and	status	[10].	This	would	be	done	by	using	visual	elements	
such	 as	 checkboxes,	 animated	 icons	 and	 progress	 bars.	 This	 would	 lead	 to	 an	 increase	 user	
friendliness	and	also	aid	impaired	individuals	to	navigate	ef_iciently	within	the	app	[10].	

3.1.2. Relevance	to	project	and	Future	Consideration	
The	review	of	literature	was	able	to	detail	the	importance	of	user	interface	design	in	presenting	
the	functionalities	of	the	application	and	enhancing	the	overall	accessibility	and	experience.	Given	
the	context	of	TTS	and	the	target	user	base	of	individuals	with	different	impairments,	the	insights	
gathered	 from	 the	 previous	 studies	 are	 directly	 applicable	 and	 can	 be	 integrated	with	 in	 the	
current	system.	For	instance,	the	emphasis	on	minimizing	cognitive	and	kinetic	loads	aligns	with	
our	 goal	 to	 create	 an	 intuitive	 and	 user-friendly	 interface.	 Moving	 forward,	 it	 important	 to	
continuously	research	data	for	different	designs	styles	and	evaluating	them	based	on	user	needs.	
The	de.	signs	should	also	be	compared	against	the	latest	market	application	and	trends	to	ensure	
the	application	is	up	to	market	standard.	Since	UI	design	involves	visuals,	 it	may	be	subjective	
when	evaluating	its	success.	Hence,	it	would	be	suggested	to	test	the	design	and	acquire	feedback	
from	 users	 regarding	 its	 appeal.	 Regular	 usability	 testing	with	 our	 target	 user	 base	will	 help	
identify	 areas	 for	 improvement.	 Once	 designs	 are	 _inalised,	 they	 can	 be	 incorporated	with	 in	
future	updates.	

 

3.2. Location-based	Systems	
The	 location-based	contextual	 suggestion	system	will	 elevate	user	experience	by	 reducing	 the	
need	for	extensive	user	input.	Planned	solutions	include	location-aware	menu	suggestions	and	a	
location-based	word	list.		

3.2.1. Comparison	of	APIs	for	Location-aware	menu	suggestions	
Location-based	systems	have	been	utilized	in	a	wide	range	of	applications.	The	primary	advantage	
of	these	systems	is	their	ability	to	retrieve	detailed	information	about	the	user's	current	location	
and	effectively	 integrate	 this	data	 into	 the	application.	The	most	 ef_icient	way	 to	 acquire	data	
without	 conducting	 extensive	 surveys	 is	 by	 accessing	 large	databases.	 This	 can	be	 seamlessly	
integrated	into	the	application	using	an	Application	Programming	Interface	(API).	Examples	of	
applications	and	systems	that	use	APIs	to	achieve	this	 include:	"I’m	Feeling	LoCo",	"Contextual	
Suggestion	Track",	"URecipe",	and	"What’s	Open".	
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3.2.1.1 I’m	Feeling	LoCo	

"I'm	 Feeling	 LoCo"	 is	 a	 location-based,	 context-aware	 recommendation	 system	 designed	 by	
Savage	 et	 al.	 [11]	 to	 provide	 users	with	 personalized	 suggestions	 based	 on	 their	 preferences,	
mood,	and	contextual	information.	This	system	mines	social	network	pro_iles	and	leverages	the	
Foursquare	Places	API.	The	Foursquare	API	enables	the	system	to	access	check-in	data,	retrieve	
venue	information,	and	provide	location-based	services.	It	also	has	additional	features	that	ensure	
data	privacy,	and	regulatory	requirements	when	it	comes	to	location	data,	and	optimal	battery	
usage	[11].		

3.2.1.2 Contextual	Suggestion	Track	

“Contextual	Suggestion	Track”	is	a	system	designed	by	Hua	and	Alonso	[12]	to	deliver	tailored	
recommendations	 by	 analyzing	 explicit	 user	 preferences	 and	 contextual	 relevance.	 It	 builds	
explicit	models	of	both	general	and	speci_ic	user	interests	to	evaluate	the	relevance	of	candidate	
suggestions	 [12].	Leveraging	 the	Yelp	API,	 the	 system	accesses	a	wealth	of	data	 from	 the	Yelp	
website,	including	reviews,	ratings,	and	location-based	information.	This	extensive	dataset	serves	
as	 the	 foundation	 for	 generating	 personalized	 recommendations	 aligned	 with	 the	 user's	
preferences	 and	 current	 context.	 Although	 the	 Yelp	 API	was	 successfully	 used	 to	 gather	 user	
information,	 it	 is	 not	 effective	 for	 acquiring	 restaurant	menu	 data,	 according	 to	 the	 Yelp	 API	
documentation.	This	highlights	the	importance	of	selecting	the	appropriate	API	for	a	project	to	
ensure	it	aligns	with	the	project's	goals.	

3.2.1.3 URecipe	

URecipe	 is	 an	 application	 created	 by	 Phromchomcha	 [13]	 which	 serves	 as	 a	 virtual	 kitchen	
assistant	aimed	at	improving	users'	culinary	skills.	Utilizing	Android	Studio	for	development	and	
Firebase	Realtime	Database	 for	 user	 accounts	 and	 recipe	 storage,	URecipe	 also	 integrates	 the	
Spoonacular	API	to	access	a	vast	collection	of	recipes	[13].	The	Spoonacular	Nutrition,	Recipe,	and	
Food	 API	 provides	 “access	 to	 over	 380,000	 recipes,	 thousands	 of	 ingredients,	 800,000	 food	
products,	and	100,000	menu	items”	according	to	Spoonacular	support	team.	Spoonacular	allows	
users	to	_ind	recipes	through	natural	language	searches,	such	as	"gluten-free	brownies	without	
sugar"	 or	 "low-fat	 vegan	 cupcakes."	 [14].	 This	 gives	 the	 possibility	 to	 allow	 the	 user	 to	 be	
recommended	menu	items	based	on	food	preferences	they	have	selected.	

3.2.1.4 What’s	Open	

"What's	 Open"	 is	 an	 iPhone	 application	 designed	 by	 Gaston	 [15]	 to	 help	 users	 _ind	 nearby	
restaurants	based	on	 their	opening	hours.	The	app	utilizes	Factual's	Places	API	as	 its	primary	
source	of	 restaurant	data,	providing	access	 to	business	hours	directly	within	 the	 initial	 query	
results.	 To	 complement	 this,	 Google's	 Places	 API	 is	 employed	 to	 obtain	 restaurant	 photos,	 as	
Factual's	API	does	not	currently	provide	access	to	this	information.	Harmonizing	data	between	
the	two	APIs	involves	matching	restaurant	records	obtained	from	Factual	with	records	in	Google's	
Places	database	using	a	combination	of	restaurant	names,	street	addresses,	latitude	and	longitude	
coordinates.	 Despite	 some	 challenges	 with	 inconsistent	 data	 formatting	 and	 variations	 in	
restaurant	 names	 between	 the	 two	 databases,	 the	 app	 successfully	 harmonizes	 the	 data	 to	
provide	users	with	 comprehensive	 restaurant	 information,	 including	both	business	hours	 and	
photos.	 Additionally,	 Gaston	 delves	 into	 menu	 information	 from	 various	 providers,	 including	
OpenMenu's	API,	which	holds	promise	due	to	its	generous	usage	limits,	provision	of	restaurant	
menus,	 and	 potential	 integration	 with	 Google	 Places	 for	 seamless	 harmonization.	 Although	
OpenMenu	is	ideal	for	accessing	restaurant	menus,	a	signi_icant	limitation	is	it	requires	a	formal	
company	website,	restricting	its	use	to	businesses	only	[15].	Despite	this	restriction	requiring	a	
formal	 company	 website,	 it	 doesn't	 affect	 Talk	 for	 Me	 since	 it	 is	 company-supported.	 Hence,	
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OpenMenu	 can	 still	 be	 considered	 as	 a	 potential	 API	 for	 the	 project	 and	 could	 possibly	 be	
integrated	with	Google	Places	as	achieved	in	“What’s	Open”.			

3.2.2. Relevance	to	project	and	Future	Considerations:	
These	systems	and	applications	show	the	reliance	on	the	API	 for	 its	 location-based	attributes.	
Therefore,	 selecting	 a	 robust	 API	 that	 seamlessly	 integrates	with	 the	 system	 is	 crucial.	When	
evaluating	APIs,	it's	essential	to	assess	their	functionalities	and	capabilities	as	outlined	in	their	
documentation	 as	 well	 as	 their	 compatibility	 with	 the	 project.	 What	 will	 need	 to	 be	 further	
investigated	includes	the	security	of	the	user	data	and	the	interference	of	third	parties.	This	is	
important	to	mitigate	potential	data	breaches	of	sensitive	user	information	when	the	user	uses	
the	application.	Look	into	the	possibility	of	merging	APIs	for	the	application.	

	

3.3. Large	Language	Models		
Large	 Language	 Models	 (LLMs)	 are	 a	 subset	 of	 Arti_icial	 Intelligence	 technology,	 and	 are	
fundamental	to	the	project,	as	they	are	the	way	in	which	the	application	can	make	predictions	on	
what	sentence	to	respond	with.	Language	Modelling	is	the	process	of	modelling	the	likelihood	of	
word	sequences,	to	make	predictions	on	following	or	missing	phrases	[16].	As	a	result,	a	LLM	is	a	
Language	Model	that	has	been	pre-trained,	and	scaled	in	model	size	to	allow	for	further	improved	
performance	[16]	speci_ically	in	the	area	of	Natural	Language	Processing	(NLP).	NLP	being	the	
challenge	associated	with	understanding	increasingly	larger	amounts	of	data/information,	in	a	
restricted	amount	of	time	[17].		

LLM’s	can	be	considered	as	“Cloud-based”	or	“Locally	ran”	depending	on	how	the	user	is	able	to	
interact	with	them.	There	are	signi_icant	bene_its	and	trade-offs	in	selecting	one	or	the	other	and	
has	been	identi_ied	as	an	important	consideration	for	the	project.	It	has	also	been	decided	that	
that	the	ethical	concerns	with	using	AI	and	LLM	technology	must	be	considered,	as	we	are	dealing	
with	potentially	sensitive	information	in	the	pursuit	of	AI-Mediated	Communication	(AI-MC)	[18].	

3.3.1. Cloud-Based	LLMs	
There	are	many	bene_its	 for	using	a	LLM	that	 is	hosted	via	 the	cloud.	This	 includes	but	 is	not	
limited	to	avoiding	the	memory	and	processing	requirements	for	a	device	capable	of	running	the	
LLM	[16],	as	well	as	having	easier	access	to	newer,	and	potentially	better	performing	versions	of	
the	LLM.	With	most	popular	LLM’s	having	some	form	of	API	available	for	use,	take	for	instance	
ChatGPT,	which	using	the	cloud	API	allows	the	user	 to	progress	 from	version	3.5	 to	4	without	
having	to	download	any	new	technology	[19].		It	also	allows	for	all	users	to	share	the	same	LLM,	
allowing	for	the	LLM	to	further	train	upon	the	provided	input	data,	to	hopefully	provide	more	
accurate	results.		

Two	of	the	leading	options	for	Cloud-Based	LLM	options	are	ChatGPT	by	Open	AI	and	LLaMa	2	by	
Meta.	With	both	possessing	their	similarities,	there	are	some	key	differences	to	consider.	LLaMa	
2	is	an	open	source	LLM,	whereas	ChatGPT	is	based	on	proprietary	software	[20],	a	fact	that	is	
especially	important	when	considering	AI	for	communication,	as	an	open-source	solution	usually	
leads	to	a	solution	with	less	ethical	concern,	as	greater	scrutiny	can	be	placed	upon	it.	Although,	
with	ChatGPT	4	 currently	outperforming	LLaMA	2	on	multiple	different	performance	metrics,	
such	as	common-sense	reasoning,	and	better	scores	when	it	comes	to	avoiding	hallucinating	of	
results	(an	issue	common	to	LLMs,	where	incorrect	information	is	predicted)[21].	
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Thus,	in	consideration	of	the	ever-increasing	number	of	options	for	LLMs	that	are	cloud	based,	
further	testing	will	likely	be	required,	to	prioritise	some	of	the	more	unique	requirements	of	the	
project,	being	a	fast,	accurate,	and	ethical	solution	that	encourages	natural	communication.	

3.3.2. Locally	ran	LLMs	
LLMs	can	be	ran	locally,	although	this	is	not	a	typically	chosen	solution.	This	is	due	to	the	size	of	
LLMs,	 and	 the	processing	power	often	 required	 [16].	Although	 in	 the	 speci_ic	use	 case	of	 this	
project,	a	local	option	is	still	of	interest	since	it	would	allow	disconnected	users	to	still	access	new	
phrase.	With	LLaMa	having	its	own	mobile	compatible	versions,	this	would	allow	for	the	user	to	
access	a	well-developed	model,	without	the	need	for	an	internet	connection.	There	are	sacri_ices	
made	in	choosing	solutions	that	work	locally	though.	Notably,	performance	is	a	major	trade-off	
with	locally	ran	solutions.	With	usually	worse	performing	solutions	being	required	to	meet	the	
performance	speci_ications	of	mobile	devices,	the	user	will	 likely	run	into	issues	regarding	the	
quality	of	their	responses.		

Thus,	with	bene_its	existing	for	locally	implemented	solutions,	these	likely	do	not	outweigh	the	
performance	trade-off	just	yet,	and	thus	continuing	to	use	a	Cloud-Based	solution	is	preferable	
until	a	solution	that	performs	at	a	comparable	level	to	Cloud-Based	solutions	is	presented.	

3.3.3. Ethical	Considerations	of	AI/LLM	Technology	
When	considering	 the	use	of	AI	and	LLM	 technology	 in	 the	mediation	of	 communication,	 it	 is	
necessary	to	consider	some	of	the	ethical	consequences,	and	risks,	associated.	These	can	include,	
the	 bias	 and	 fairness	 of	 information,	 transparency	 in	 the	 use	 of	 AI-MC,	 as	 well	 as	
misrepresentation	and	manipulation	[18],	and	all	pose	a	risk	to	the	integrity	and	privacy	of	the	
conversation	[22].	There	is	also	the	environmental	impact	of	running	the	sort	of	hardware	needed	
for	this	type	of	Arti_icial	Intelligence,	that	has	to	be	considered.		

Bias	in	LLMs	can	occur	in	many	ways,	such	as	issues	in	the	training	data,	issues	in	the	de_ining	of	
the	goal	of	the	LLM,	etc	[23].	This	can	lead	to	sometimes	unintentional	problems	where	not	only	
can	the	product	sometimes	perform	sub	optimally,	but	it	can	also	provide	incorrect	information	
to	the	user	as	a	result.	In	the	case	of	AI-MC,	this	is	of	particular	concern,	as	bias	in	language	can	
take	sometimes	even	change	the	meaning	of	some	sentences,	by	undermining	certain	styles	of	
communication	[18].		

There	 are	multiple	ways	 to	 consider	 the	 ethical	 problem	of	 transparency.	There	 is	 that	 of	 the	
transparency	of	using	AI-MC,	and	how	AI	tools	are	consistently	attempting	to	hide	the	fact	they	
are	 tools.	 A	 key	 example	 of	 this	 was	 in	 Google’s	 Duplex	 system,	 which	 when	 _irst	 shown	 in	
examples	did	not	identify	itself	as	AI,	for	which	there	was	critical	outcry,	with	Google	later	having	
to	 backtrack	 and	 con_irm	 that	 going	 forward	 it	 will	 begin	 to	 identify	 itself,	 as	 to	 avoid	 any	
problems	with	transparency	[24].		With	a	further	desire	for	transparency	coming	from	the	end-
user's	 desire	 to	 be	 able	 to	 further	 scrutinise	 the	 information	 provided	 by	 AI-MC,	 with	
transparency	required	to	know	when	to	do	so	[18].		

Misrepresentation	 and	Manipulation	 are	 the	 concern	 of	 intentionally	 false	 information	 being	
provided,	to	induce	“false	beliefs”	[18]	with	there	being	a	monetary	bene_it	for	some	companies	
to	manipulate	users	[22],	AI	has	also	been	used	to	spread	fake	news	[25]	.	This	links	with	bias,	
where	it	is	in	the	best	interest	of	the	reputation	of	the	creator,	as	well	as	for	the	user	to	use	an	
unbiased,	non-manipulated	LLM,	such	as	to	maintain	fair	conversation.		

The	 environmental	 impact	 of	 running	 the	 hardware	 required	 for	 LLM	 and	 Natural	 Language	
Processing	(NLP)	technology	cannot	be	understated.	In	Table	3-1	it	was	found	that	the	training	of	
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one	model	can	lead	to	emissions	comparable	to	5	times	the	emissions	of	the	lifetime	of	a	car.	As	a	
result,	it	means	that	the	choice	of	when	to	train,	and	the	type	of	energy	used	in	this	type	of	training	
is	signi_icant,	so	as	not	to	have	a	negative	impact	on	the	environment.			

Table	 3-1	 Estimated	 CO2	 emissions	 from	 training	 common	 NLP	 models,	 compared	 to	 familiar	
consumption.	[26]	

	

Ethically	the	goal	is	to	maintain	an	unbiased,	transparent,	and	non-manipulated	solution	for	the	
user,	such	that	there	is	no	concern	in	false	information,	allowing	for	the	user	to	build	as	close	to	
an	authentic	voice	as	possible.	As	well	as	a	solution	that	is	not	have	a	directly	negative	impact	on	
the	environment.	

Chapter	4: Approach	&	Methods		
4.1. User	Interface	
4.1.1. Steps	Required	to	Achieve	Project	Aims	for	Location-based	Systems	
The	approach	to	improving	the	user	interface	of	an	IOS	app	involves	a	lengthy	and	systematic	
approach.	The	following	are	the	steps	undertaken.	

	
Table	4-1	-	Steps	for	UI	Approach	

Approach	 Details	

Design	research	and	analysis	 Conduct	adequate	research	on	contemporary	UI	designs,	
gathering	insights	from	academic	papers,	industry	reports,	
and	conduct	case	studies	of	IOS	market	apps.	Analyse	how	
different	solutions	increase	accessibility	for	impaired	users,	
ascetics	or	improve	the	kinetic	and	cognitive	load.	To	limit	the	
scope	of	the	task,	any	addition	that	enhances	the	user	
experience	shall	be	considered	as	possible	additions.	

Learn	Swift	Language	and	
iOS	Environment	

Since	the	application	is	based	on	swift,	it	is	important	to	
familiarise	and	gain	aptitude	with	the	development	
environment.	This	involves	undertaking	online	tutorials	and	
documentations.	IOS	design	guidelines	shall	also	be	practiced.	
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Initial	designs	and	mock-ups	 Before	implementing	the	solution	into	the	application	and	
code,	it	is	important	to	develop	conceptual	mock-up	designs.	
These	can	be	designed	using	tool	such	as	paint,	photoshop	or	
Adobe	XD.	This	will	allow	for	the	UI	design	to	be	visualised	to	
evaluate	its	utility	against	the	user	needs	and	best	practices	
detailed	in	the	research	phase.	It	will	also	allow	for	the	layout	
and	aesthetics	to	be	planned	before	coding.	Before	these	plans	
are	_inalised	and	implemented,	feedback	from	the	stokeholds	
and	team	members	shall	be	squired.	

Implementation		 The	mock-up	designs	shall	be	translated	into	UI	components	
in	swift.	The	implementation	shall	be	modularised,	where	
small	components	such	as	buttons	and	sliders	are	coded	
separately.	This	stage	is	iterative,	involving	back-and-forth	
adjustments	based	of	testing	and	feedback.	

Testing,	debugging	and	
re_ining	

After	implementation,	many	bugs	and	errors	are	likely	to	
arise.	Hence,	thorough	testing	shall	be	undertaken,	ensuring	
the	solution	is	consistent	across	all	devices.		

	

4.1.2. Discussion	of	foreseeable	Issues	regarding	UI	
Designing	and	integrating	new	UI	elements	into	an	application	poses	many	foreseeable	
challenges	needing	careful	consideration.	

Table	4-2	-	Considerations	for	UI	Improvements	

User	adaption	 The	addition	of	new	UI	elements	and	a	shift	
in	the	aesthetics	of	the	application	may	
require	users	to	adapt	to	the	new	UI	design,	
especially	if	it	signi_icantly	differs	from	the	
previous	version.	To	mitigate	this,	additions	
can	be	rolled	out	gradually	and	releasing	
tutorials.	This	would	allow	users	to	ease	into	
the	new	UI.	

Device	Compatibility	 When	developing	for	IOS,	it	is	important	to	
consider	range	all	the	different	devices.	These	
devices	may	have	different	screen	sizes,	
resolution,	or	software.	The	additions	need	to	
be	robust	and	scale	to	all	the	platforms.	To	
mitigate	this,	testing	needs	to	be	conducted	
on	multiple	devices.	

Accessibility	Compliance	 When	moving	towards	a	more	accessible	app,	
there’s	a	chance	not	every	user	need,	and	
guidelines	are	considered.	Hence,	it	is	
important	to	garner	feedback	and	
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continuously	engage	with	users	to	improve	
the	design	process	and	try	achieving	the	most	
accessible	UI	possible.		

Performance	decrease	 With	the	addition	of	new	UI	elements,	there	is	
a	high	possibility	of	decreased	performance.	
This	may	be	due	to	poor	coding	or	lack	of	
storage.	To	mitigate	this,	the	implementation	
shall	be	optimised	during	the	testing	phase,	
ensuring	redundant	code	is	minimised.	

Introduction	of	bugs	 The	addition	of	new	UI	elements	may	tamper	
with	existing	code	and	introduce	unknown	
bugs.	During	the	testing	phase,	it	is	important	
to	test	the	application	as	a	whole	rather	than	
just	the	new	additions.	

	

4.1.3. UI	Outcomes	
Based	on	the	approach,	the	following	outcomes	are	projected:	

Table	4-3	-	Expected	Outcomes	of	UI	Approach	

Expected	outcome	 Achievement	Strategy	

Enhanced	usability	 The	main	outcome	is	an	improved	user	
interface	that	more	usable.	A	new	user	shall	
be	able	to	pick	up	the	application	intuitively	
and	_ind	it	easy	to	navigate.	The	kinetic	and	
cognitive	loads	are	improved	upon.	The	
adjustable	functions	of	the	applications	have	
been	renovated	into	visual	icons	easy	to	
access.	This	shall	lead	to	reduced	time	to	
complete	common	tasks,	and	positive	user	
feedback	highlighting	ease	of	use.	

Increased	accessibility		 The	UI	shall	be	more	catered	to	users	with	
impairments.	Principles	such	as	the	WCAG	is	
incorporated.	Features	such	as	large	fonts,	
high	contrast,	and	alternative	texts	are	
provided.	The	application	shall	aim	be	some	
what	compliant	with	accessibility	standards	
and	receive	positive	feedback	from	users	with	
impairments.	

Robust	Performance	across	devices		 The	UI	improvements	are	scalable	across	all	
different	IOS	phone	types,	ensuring	a	smooth	
and	responsive	experience	regardless	of	
screen	size	or	resolution.	It	is	expected	that	



	
	

12	

minimal	bugs	are	reported	related	to	the	UI	
issues.	

Visual	design	and	appeal	 The	conceptual	designs	of	the	UI	translate	
successful,	and	the	visual	design	of	the	UI	is	
aesthetically	pleasing.	Incorporate	feedback	
from	stakeholders	and	research	modern	apps	
to	re_ine	the	visual	elements	

	

4.2. Location-based	Systems	
Successfully	achieving	the	project	goals	involves	executing	four	key	steps:	conducting	thorough	
API	research	and	analysis,	honing	Swift	pro_iciency,	strategizing	integration	and	implementation,	
and	rigorously	testing	and	debugging	the	system.	

4.2.1. Steps	Required	to	Achieve	Project	Aims	for	Location-based	Systems	
1.	API	research	and	analysis	

Conduct	 comprehensive	 research	 to	 identify	 the	 suitable	 location-based	 API	 for	 the	 project.	
Analyze	the	functionalities,	documentation,	prices,	and	limitation	of	each	API.	For	this	project,	the	
focus	will	be	on	studying	APIs	that	enable	the	retrieval	of	essential	photos	for	user	display	and	
those	that	provide	access	to	restaurant	menu	items.	To	limit	the	scope,	the	API	data	will	be	focused	
on	fast	food	restaurants.	However,	this	can	be	expanded	later	for	scalability	purposes.	

2.	Swift	Language	Pro_iciency	development	

Enhance	pro_iciency	in	Swift	through	working	on	smaller	priorities	in	the	project.	By	doing	this	
step	it	ensures	a	solid	foundation	to	be	able	to	effectively	implement	the	chosen	API	into	the	IOS	
application.	

3.	Integration	and	implementation	planning	

Develop	a	detailed	 integration	plan	outlining	 the	steps	required	 to	seamlessly	 incorporate	 the	
location-based	 API	 into	 the	 iPhone	 application.	 This	 includes	 de_ining	 endpoints,	 handling	
authentication,	 managing	 data	 retrieval	 and	 manipulation,	 and	 ensuring	 compatibility	 with	
existing	app	features.	

4.	Testing	and	debugging	

Conduct	thorough	testing	of	the	integrated	API	functionality	to	identify	and	resolve	any	potential	
issues	 or	 bugs.	 Utilize	 testing	 frameworks	 and	 tools	 to	 ensure	 the	 reliability,	 accuracy,	 and	
performance	of	the	location-based	features	within	the	application.	

4.2.2. Discussion	of	Foreseeable	Issues	for	Location-based	Systems	
Integrating	 a	 location-based	 API	 into	 an	 iPhone	 application	 brings	 forth	 several	 foreseeable	
challenges	that	demand	careful	consideration.	
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Table	4-4	-	Considerations/Challenges	for	Location-Based	Systems	

Issues	 Details	

Privacy	concerns	 Privacy	concerns	arise	primarily	due	to	the	use	of	APIs	that	access	
the	user's	location.	To	mitigate	this,	the	application	must	adhere	to	
strict	security	protocols	and	provide	transparent	user	agreements,	
so	users	are	fully	informed	about	the	data	being	accessed.	

	

Battery	drain	 Additionally,	the	constant	GPS	access	required	by	the	API	raises	
concerns	about	battery	drain.	This	highlights	the	need	for	
optimization	measures	to	lower	this	impact	and	ensure	acceptable	
battery	drainage	for	the	users.	

Data	usage	 Managing	data	usage	effectively	is	another	challenge,	as	the	need	for	
the	internet	to	access	location	causes	the	reliance	on	mobile	data	
consumption	in	areas	of	no	internet	connectivity.	This	can	lead	to	
increased	costs	for	users	and	potential	usability	issues.	Although	
this	is	the	case,	it	is	important	to	investigate	how	the	API	manages	
data	usage	and	consider	the	implementation	of	an	of_line	location	
_inder	as	potential	solutions.	

	

API	limitations	 Anticipating	and	addressing	potential	API	limitations,	such	as	usage	
limitations	or	feature	restrictions,	is	essential	to	prevent	
compatibility	issues	and	ensure	seamless	integration	with	the	
application.		

	

Updates	 Staying	informed	about	updates	to	both	the	API	and	iOS	platform	is	
crucial	in	addressing	emerging	issues	or	vulnerabilities,	ensuring	
the	long-term	functionality	and	reliability	of	the	integrated	features.	
By	acknowledging	and	consistently	updating	the	application	and	its	
features	ensures	a	robust	and	user-friendly	experience	for	all.	
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4.2.3. Location-based	Systems	Outcomes	
From	following	this	approach,	the	following	outcomes	are	a	location-aware	menu	suggestions	
and	a	location-based	word	list.	

Table	4-5	-	Expected	Outcomes	&	Achievement	Strategy	

Expected	Outcomes	 Achievement	Strategy	

Location-aware	menu	
suggestions	

When	the	user	is	in	a	restaurant,	café,	or	similar	establishment,	
display	the	menu	items.	This	will	involve	modularizing	the	app	to	
include	a	contextual	data	version.	Implement	location	services	within	
the	app,	so	that	if	the	user	is	near	a	restaurant,	the	app	will	
automatically	display	its	menu,	allowing	users	to	add	items	to	their	
suggestions	list	for	that	restaurant.	

	

Location-based	word	
list	

Incorporate	images	and	words	commonly	used	by	other	users	at	the	
current	location	into	the	images/words	list	of	a	user	visiting	that	
space.	This	could	streamline	the	process,	eliminating	the	need	for	
landmarks	to	be	individually	added	to	each	user's	list.	Additionally,	
consider	implementing	a	"save"	feature	to	allow	users	to	add	these	
presented	words	to	their	ongoing	word	bank.	To	accomplish	this,	a	
module	needs	to	be	developed	to	display	suggested	words,	which	will	
vary	depending	on	the	location.	These	suggested	words	will	be	
obtained	from	the	most	searched	words	based	on	the	restaurant,	
utilizing	data	acquired	from	an	API.	

	

 

4.3. Large	Language	Models			
	

4.3.1. Steps	Required	to	Achieve	Project	Aims	for	LLMs	
To	enhance	our	application's	performance,	we	will	systematically	test	various	Large	Language	
Models	(LLMs)	and	utilize	prompt	engineering.	By	evaluating	multiple	LLMs,	we	aim	to	identify	
the	models	that	best	meet	our	speci_ic	needs.	Concurrently,	prompt	engineering	will	be	
employed	to	_ine-tune	input	prompts,	optimizing	model	outputs	for	accuracy	and	relevance.	
This	combined	strategy	of	model	selection	and	prompt	re_inement	is	designed	to	maximize	the	
capabilities	of	LLMs,	ensuring	superior	functionality	and	user	experience	for	our	application. 

This	is	further	summarized	in	Table	4-6.	
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Table	4-6	–	Approach/Method	of	LLM	Outcomes	

Approach	 Method	

Selection	of	Most	
appropriate	LLM	
Model		

To	begin,	the	group	will	collect	all	available,	and	suitable,	LLM	
models	to	test.	This	is	ever	changing,	and	thus	is	hard	to	list	
currently.	To	then	test	these,	the	group	will	setup	a	testing	harness,	
in	which	speeds	will	be	measured	for	the	time	taken	to	receive	a	
response.	This	will	also	be	considering	the	response,	if	it	is	
formatted	correctly,	and	if	it	makes	sense	given	the	provided	
keywords/symbols.	The	best	performing	of	this	will	be	selected	to	
use	going	forward.	

Testing	of	Different	
Prompts	

Prompt	engineering	will	involve	writing	of	multiple	varying	
prompts,	with	different	ways	of	asking	for	the	same	thing	
essentially.	The	prompt	that	gets	the	closest	to	the	desired	output	
(given	a	large	list	of	test	cases)	will	be	considered	to	use	going	
forward.	

Testing	of	Prompts	
requesting	Multiple	
Outputs	

The	idea	of	receiving	multiple	outputs	is	ideal,	as	it	will	further	limit	
the	amount	of	typing	required	by	the	user,	a	major	requirement	of	
the	application,	and	thus	functionality	for	receiving	multiple	
outputs	from	the	LLM	will	require	some	prompt	engineering.	It	will	
also	then	require	integration	into	the	main	application		

Testing	of	Prompts,	
given	previous	
accepted	outputs.	

Using	the	applications	already	existing	database	functionality	(to	
store	saved	keywords/symbols),	the	group	intends	on	saving	the	
selected	(or	edited	phrase)	to	pass	the	user	as	either	a	direct	
suggestion,	or	via	prompt	engineering,	to	the	LLM	to	better	educate	
it	on	what	phrases/sentences	to	provide.		This	is	seen	as	another	
thing	to	improve	performance,	as	the	LLM	will	be	able	to	learn	more	
about	the	user,	and	their	preferences.	

	

	

	

	

	

	

	

	

	

	



	
	

16	

4.3.2. Discussion	of	Foreseeable	Issues	for	Large	Language	Models	
With	the	use	of	externally	written	models,	there	are	some	foreseeable	issues	that	may	occur,	and	
that	can	be	planned	to	reduce	and	issues	for,	seen	in		

	
Table	4-7	-	Foreseeable	Issues	regarding	LLMs,	with	Details	&	Mitigation	

Issues	 Details	&	Mitigation	

Old	models,	or	code	written	to	communicate	
with	no	longer	supported	models	becoming	
deprecated.	

With	the	use	of	models	that	come	from	
several	different	companies,	with	different	
coding	standards,	etc.	there	is	the	real	
likelihood	of	technology,	or	integration	with	
technology,	becoming	deprecated	at	some	
point.	To	combat	this,	all	added	code	will	be	
done	so	keeping	extensibility	in	mind.	With	
the	idea	that	it	should	be	able	to	_it	all	future	
models,	this	should	be	somewhat	achievable	
for	the	intended	outcomes.	

Ethical/Security	risks	due	to	externally	
written	models	

There	are	legitimate	concerns	to	do	ethical	
standpoint	of	using	AI	for	communication,	as	
mentioned	in	3.3.3.	As	a	result,	effort	will	be	
placed	to	not	in_luence,	or	add	bias	to	the	
output	of	the	LLM,	when	prompt	engineering,	
as	has	been	done	by	the	engineers	writing	
many	of	the	LLMs	on	the	market.	The	group	
will	also	avoid	passing	any	identifying	
information,	without	given	permission,	to	the	
LLM,	when	regarding	the	features	added.	
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Chapter	5: Progress 
5.1. 	User	Interface	
The	progress	of	 the	UI	 at	 the	 current	 stage	of	 the	project	 consists	 of	 literature	 research,	 case	
studies	and	swift	environment	exploration.		

5.1.1. Research	of	Similar	UI	Examples		
After	literature	review	was	undertaken,	various	popular	IOS	applications,	including	Apple	Music,	
and	Specify,	were	analysed.	A	screen	capture	of	the	application	UI	was	taken	and	its	features	were	
dissected.	These	analysed	features	will	form	the	basis	of	the	conceptual	design	undertaken	in	the	
future.	

As	detailed	by	the	notes	 in	Figure	5-1,	 the	Apple	Music	has	considered	reducing	cognitive	and	
kinetic	load.	The	app	incorporates	white	space	to	reduce	clutter.	The	icons	are	large,	consistent,	
and	easy	to	view.	Similar	elements	are	teamed	together,	reducing	the	mental	effort	required	to	
switch	between	icons.	Hence,	proving	to	be	an	effective	UI	design.		

	

	
Figure	5-1	-	Breakdown	of	Features	of	Apple	Music	
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Specify	is	a	TTS	application,	specify,	and	it	has	an	effective	UI,	as	seen	in	Figure	5-2.	The	labels	
dissect	the	various	features	of	the	application.	Although	the	application	has	many	features,	it	
reduces	the	clutter	by	using	white	space.	The	ions	are	quite	large	and	teamed	by	caatgory,	
allowing	users	to	easily	identify	and	navigate	the	different	features.	Hence,	reducing	the	overall	
kinetic	and	cognitive	load.	These	merits	of	this	app	can	be	used	in	the		UI	design	of	the	project.	

	

	
Figure	5-2	-	Breakdown	of	Specify	Application	

5.1.2. Minor	Bug	in	Existing	Codebase		
A	bug	in	the	application	was	also	identi_ied	by	the	stakeholders	in	the	early	stages	of	the	project,	
seen	in	Figure	5-3.	It	was	indicated	on	some	versions	of	IOS,	and	certain	iPhone	models,	that	
there	were	problems	with	some	of	the	keywords/symbols	overlapping	when	they	should	not.	
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Figure	5-3	-	Border	issue	present	on	limited	versions	of	IOS	

This	was	corrected	by	simulating	the	compromised	screen	size	and	changing	the	dimensions	of	
the	icon.	With	the	resulting	output	appearing	cohesive	with	the	rest	of	the	design	of	the	
application.	 

5.1.3. Modifying	“±”	feature	
After	setting	up	swift	and	successfully	building,	it	was	time	to	work	on	the	priority.	In	this	case	
the	priority	issue	was	to	modify	“±”	feature	under	the	pictures	to	show	to	change	into	a	check	
mark	instead.	The	original	“±”	feature	is	shown	in	Figure	5-4.	

	

Figure	5-4	-	Original	+/-	box	feature 

As	can	be	seen	in	Figure	5-5,	the	plus	and	minus	symbols	are	just	pictures	which	change	on	click	
(indicated	by	the	red	“-“	lines).	Hence,	to	change	it	into	a	checkbox	feature,	a	picture	of	an	
un_illed	box	and	a	checkmark	box	were	needed	to	replace	the	±.	To	_ind	the	appropriate	name	
for	these	symbols,	the	SF	symbol	library	was	downloaded.	In	this	library,	the	name	of	these	
symbols	is	“square”	and	“checkmark.square”.	These	symbol	names	were	then	implemented	and	
the	“±”	symbols	were	changed	to	checkboxes	as	seen	in	Figure	5-6.	
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Figure	5-5	-	Code	for	+/-	to	Checkbox	Changes	 

	

Figure	5-6	-	Checkbox	functionality	implemented	

5.2. 	Location-based	Systems	
The	progress	done	so	far	are	API	research	and	analysis,	swift	pro_iciency	development,	and	
initial	planning	of	integration	and	implementation.		

5.2.1. API	research	and	analysis:	
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Table	5-1	-	Comparison	of	Different	Location	APIs	

API	 Functionality	 Cost	(AUD)	 Data	Access	

Open	Menu	 menu,	menu	items,	trends,	
analysis,	heat	maps,	gap	
analysis,	location,	deals,	
restaurant,	ingredients	

Monthly	payment	

$30.17	/	month	

100	countries,	

550K+	menus,	

25+	million	menu	
items.	

Google	Places	 _ind	place,	nearby	search,	
text	search,	place	details	(no	
menu),	place	photo,	
autocomplete	

	

Per	request	

$0.0043	per	API	
request	($4.30	per	
1000)	

Google	dataset.	

TripAdvisor	 Location	details,	read	
reviews,	rating,	price	level	

Requests	/	month	

50	/	month:		

$0	per	month	

5500	/	month:	
$12.06	per	month	

70000	/	month:	
$75.47	per	month	

Unlimited:		

$526.79	/	month	

	

TripAdvisor	dataset.	

Yelp	Fusion	API	 Business	details,	
transactions,	reviews,	events,	
autocomplete	

Requests	/	month	

10	/	day:	

$0	/	month	

10000	/	month:	

$43.77	/	month	

30000	/	month	

$89.06	/	month	

300000	/	month:	

$451.32	/	month	

6,990,280	reviews,	

150,346	businesses,	

200,100	pictures,	

908,915	tips	by	
1,987,897	users,	

Over	1.2	million	
business	attributes.		

	

Spoonacular	 Nutrition	data,	price,	cooking	
tips,	health	information,	
substitutions,	conversion,	

Requests	/	day	

50	/	day:	

5000+	recipe,	

600+	products,	
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mapping	to	products,	
nutrition	analysis,	cost	
breakdown,	recipes,	
ingredient	analysis,	
descriptions	

$0	/	month	

500	/	day:	

$43.77	per	month	

2500	/	day:	

$149.43	/	month	

30000	/	day:	

$1507.92	/	month	

115k+	menu	items.	

 

5.2.2. Location	and	Time	Module	
To begin in developing functionality that includes time and location information, it was important to 
add a module to the application that can get the user’s location and time data (to later be processed for 
functionality reasons). As a result, a modular and extensible solution is required to allow for any 
changes that may be required in the future. In Figure	5-7 the code for this module can be seen, with 
two separate manager classes, the TimeManager which returns the current Date and time using the 
systems information. And the LocationManager, which after receiving the user’s permission to use 
Location data, an example of which is provided in Figure	5-8, is able to provide the application with 
constantly updating location information. With the goal of developing a dynamic solution that can 
constantly update and provide the best solution, it was important for the LocationManager to provide 
continually updating location information, and as a result was considered when implementing it. In 
terms of coding structure, it was kept to the standards set by the stakeholder, with all formatting and 
testing completed to ensure it fits into the system without conflict.  

The plan is for this information to then be applied and passed along to APIs to access menu 
information, or to make suggestions based on the user’s previous behavior at specific times/places. 

	

Figure	5-7	-	Code	for	Location	Time	Module	
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Location:	KFC	

	
Figure	5-8	-	Example	of	acquiring	permissions	for	Location	Data	[27]	

5.2.3. Planning	of	integration	and	implementation		
The	current	plan	for	integrating	the	API	into	the	application	involves	creating	a	function	required	
to	 call	 the	 API	 database.	 This	 function	 will	 call	 the	 database	 when	 the	 location-time-module	
detects	the	user	in	a	speci_ic	area.	For	instance,	if	permitted	by	the	user,	the	location-time-module	
could	recognize	when	the	user	is	at	a	fast-food	restaurant	such	as	KFC.	In	response,	it	could	display	
the	KFC	menu	along	with	images	of	the	items,	facilitating	easier	selection	for	the	user.	A	visual	
idea	of	this	feature	can	be	seen	in	Figure	5-9.	

	

Figure	5-9	-	Visual	of	user	arriving	at	KFC	

While	this	feature	will	initially	be	limited	to	fast	food	chains,	the	goal	for	the	future	is	to	expand	
its	coverage	to	include	a	broader	range	of	establishments	such	as	_ine	dining	restaurants	or	cafes.	
Another	possibility	is	to	allow	users	to	create	their	own	custom	menu	of	where	they	are	at,	and	
when	 the	 location-time-module	 locates	 them	 at	 that	 establishment	 it	 will	 show	 their	 custom	
suggestions.	
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5.3. Large Language Models   

As	of	 the	 time	of	 this	 report,	 there	has	not	been	much	done	 in	 the	way	of	progress	 for	Large	
Language	Models.	With	most	 of	 the	 focus	 put	 on	User	 Interface,	 and	 Location-based	 Systems	
related	 tasks,	 as	 they	were	predominately	pre-requisite	 tasks	 towards	 further	LLM	 tasks,	 and	
provided	a		The	team	intends	on	working	on	the	LLM	tasks	in	conjunction	with	the	tasks	related	
to	5.1	and	5.2	as	the	project	goes	on,	but	as	there	is	no	task	that	requires	these	for	a	pre-requisite,	
it	is	yet	to	be	done.	

Most	of	the	progress	for	LLMs	can	be	summarised	as	research.	As	much	of	the	team	was	not	too	
familiar	with	how	to	interact	with	LLMs	outside	of	the	available	“chat	bots”	online,	there	was	a	
learning	 curve	 for	 understanding	 the	 pre-existing	 code,	 and	 how	 the	 application	 currently	
operates.	 This	 understanding	 will	 be	 important	 for	 all	 future	 tasks,	 as	 they	 will	 revolve	
predominately	 around	 writing	 testing	 harnesses	 to	 run	 the	 existing	 code	 with	 different	
models/prompts.	 The	 team	 has	 made	 plans	 on	 how	 we	 intend	 to	 implement	 these	 testing	
harnesses,	with	 the	 intentions	 of	measuring	 performance	 of	 different	 LLMs	 by	 their	 speed	 in	
response,	as	well	as	accuracy	in	intended	response.	

Some	modi_ications	 will	 also	 be	made	 to	 the	 current	 functionality	 of	 the	 program,	 in	 how	 it	
handles	LLM	requests,	that	will	be	discussed	further	in	section	6.3.2	of	this	report.	

Chapter	6: Completion	Plan	
The	 project	 completion	 plan	will	 cover	 Objective	 4,	 the	Mid-Year	 break,	 and	 Objective	 4.5	 as	
outlined	in	Appendix	A:	Gantt	chart.	The	completion	plan	for	each	objective	outcome	is	detailed	
as	follows:	

6.1. User	Interface	
1.	Consult	team	and	stake	holders	and	_inalise	visual	design	for	the	UI	design.	This	will	be	an	
iterative	design.	

2. Implement improvements to UI which increase the aesthetics, accessibility and user experience of 
the application. This addition will be seen when opening the application and navigating throughout.   

3. Test and scale the additions to various iOS devices with different screen sizes and resolutions, 
increasing the robustness of the system. Use tools like Xcode’s simulator to cover a wide range of 
device types. 

	

6.2. Location-based	systems.	
The	completion	plan	for	location-based	systems	involves	progressing	on	the	following	
outcomes:	

6.2.1. 	Location-aware	menus	suggestions	
1.	Create	function	to	access	the	API	database.		

2.	Design	a	logic	system	to	activate	a	function	whenever	the	location-time-module	detects	the	
user	within	a	designated	area.	Once	triggered,	the	function	retrieves	menu	names	and	
corresponding	photos	by	invoking	a	separate	function	to	access	the	database.	

3.	Display	a	user-friendly	interface	on	the	screen	showcasing	menu	names	alongside	photos	of	
each	item.	Users	can	simply	click	on	the	desired	item,	prompting	the	device	to	verbally	
announce	their	selection	for	con_irmation.	
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6.2.2. Location-based	word	list 
1.	Create	function	to	call	most	used	words	at	a	speci_ic	location.		

2.	Use	API	call	to	determine	most	used	words	at	a	speci_ic	location	determined	by	the	location-
time-module.		

3.	Incorporate	system	into	contextual	text	created	by	LLM.		

	

6.3. Large	Language	Models	
Despite	the	limited	progress	made	thus	far	in	the	development	of	our	LLM	outcomes,	the	
foundational	framework	is	now	_irmly	established.	This	initial	phase	has	laid	the	groundwork	
for	the	upcoming	stages	of	advancement.	Moving	forward,	our	primary	focus	will	be	on	the	two	
key	areas	of	testing	LLM	options	and	modifying/testing	prompts	to	be	used	by	the	LLM.	

6.3.1. Testing	LLM	Options	
To	achieve	this	the	focus	will	be	placed	on	the	development	of	testing	harnesses,	which	are	able	
to	test	multiple	LLMs	on	the	same	hardware/framework	that	is	already	in	place,	to	decide	upon	
whether	there	are	better	performing	options	available	for	this	speci_ic	application.		

To	do	this,	it	will	require	_irst	compiling	options	relating	to	LLMs	to	test.	The	team	was	provided	
such	a	list	at	the	beginning	of	the	project	by	the	stakeholders,	see	Figure	6-1,	although	as	the	
year	has	progressed	many	of	these	solutions	have	since	had	new	versions	released,	and	as	a	
result	this	list	may	be	outdated.	There	is	also	the	interest	of	Locally	ran	LLMs,	as	previously	
mentioned	in	section	3.3.2,	which	are	not	mentioned	in	Figure	6-1	which	will	be	further	
investigated.	With	Bloomberg	suggesting	it	is	likely	we	will	see	a	native	LLM	option	provided	in	
the	newest	version	of	IOS	[28],	likely	to	be	announced	in	June	of	this	year,	this	will	also	be	of	
interest	to	the	team	to	test,	for	previously	mentioned	reasons.	

	
Figure	6-1	-	List	of	LLMs	to	Test	provided	by	Stakeholders	
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In	terms	of	the	implementation	of	the	testing	harness,	the	team	intends	on	following	the	
currently	in	place	structures	set	by	the	Stakeholders,	writing	it	in	python,	and	leaving	it	as	
modular	and	extensible	(to	account	for	any	new	and	improved	models	that	are	released	once	
testing	may	be	complete)	as	possible.		

6.3.2. Prompt	Engineering		
A	smaller	part	of	the	outcomes	for	increasing	productivity	with	LLMs	is	to	do	what	is	known	as	
prompt	engineering.		The	only	factor	impacting	the	output	of	a	model,	that	is	not	related	directly	
to	the	model	itself	(and	its	training/processes)	is	the	prompt	provided	to	it.	Prompt	Engineering	
is	thus	the	process	of	testing	minor,	or	sometimes	major,	changes	to	a	prompt	to	get	better	
performance	from	a	model.		

Like	6.3.1,	a	testing	harness	will	be	constructed	to	test	several	prompts	for	their	performance,	
this	performance	will	be	measured	based	on	how	appropriate	the	response	is.	This	is	dif_icult	to	
measure	in	an	objective	way,	as	given	a	few	keywords/symbols,	there	are	numerous	things	that	
could	be	hoped	to	be	implied.	To	combat	this,	the	team	hopes	to	modify	the	current	
implementation	to	provide	more	than	one	output.	To	give	the	user	more	options,	but	also	
potentially	passing	to	the	LLM	previously	selected	options	(using	the	same	keyword/symbols)	
to	better	prompt	the	LLM	on	what	the	intended	sentence/	phrase	is.		

Chapter	7: Summary	
Signi_icant	progress	has	been	made	by	the	team	in	terms	of	preparation	research,	and	setup	for	
upcoming	 major	 tasks.	 The	 workload	 and	 outcomes	 have	 been	 divided	 into	 the	 three	 main	
objectives:	UI	enhancements,	development	of	location-based	systems,	and	optimization	of	LLM	
performance.		

7.1. User	Interface		
Upon	conducting	literature	review,	many	strategies	for	improving	application	UI	were	de_ined.	
The	application	can	be	modi_ied	to	increase	its	accessibility	and	usability.	These	_indings	will	aid	
in	developing	initial	designs	of	UI.	The	team	has	also	increased	in	swift	pro_iciency	through	_ixing	
the	over	lapping	issue	and	changing	the	“±”	feature	on	the	application	to	be	checkboxes.	

7.2. Location-based	systems	
Upon	reviewing	past	work,	it	becomes	evident	that	harmonizing	various	APIs	presents	the	most	
optimal	solution	for	achieving	the	desired	outcomes	of	the	location-based	system.	These	APIs	will	
grant	access	to	databases	housing	essential	menu	items	and	photos	required	for	the	application.	
The	 team	has	also	created	a	 location	and	 time	module	which	can	be	used	 to	 locate	 the	user’s	
speci_ic	 position.	 This	 module	 is	 a	 necessity	 to	 achieve	 future	 outcomes.	 The	 planning	 and	
integration	of	 this	module	and	APIs	have	also	been	conducted.	The	main	plan	being	 to	 create	
functions	to	call	the	APIS.	

7.3. Large	Language	Models	
For	LLMs,	the	team	has	progressed	in	term	of	their	understanding	beyond	how	to	interact	with	
LLMs	beyond	online	chatbots	and	how	the	current	application	operates.	This	knowledge	is	crucial	
for	future	tasks,	which	will	primarily	involve	creating	testing	harnesses	to	run	the	existing	code	
with	 various	 models	 and	 prompts.	 The	 team	 has	 also	 planned	 to	 implement	 these	 testing	
harnesses	to	measure	the	performance	of	different	LLMs	based	on	response	speed	and	accuracy.	
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7.4. Objective	Outcomes	
With	the	listed	progress,	the	outcomes	for	each	objective	are:			

7.4.1. User	Interface	Objective	Outcomes	
The	main	outcome	is	a	more	intuitive	and	user-friendly	interface,	allowing	new	users	to	easily	
navigate	the	application.	Improved	kinetic	and	cognitive	loads,	along	with	renovated	visual	icons	
for	adjustable	functions,	reduce	the	time	to	complete	common	tasks	and	result	in	positive	user	
feedback.	The	UI	is	designed	to	accommodate	users	with	impairments	by	incorporating	WCAG	
principles,	 such	as	 large	 fonts,	 high	 contrast,	 and	alternative	 text,	 aiming	 for	 compliance	with	
accessibility	standards	and	positive	feedback	from	these	users.	Additionally,	UI	improvements	are	
scalable	across	all	iOS	phone	types,	ensuring	a	smooth	and	responsive	experience	regardless	of	
screen	 size	 or	 resolution,	with	minimal	UI-related	 bugs	 expected.	 The	 conceptual	 designs	 are	
successfully	 translated	 into	 an	 aesthetically	 pleasing	 UI,	 re_ined	 through	 feedback	 from	
stakeholders	and	research	on	modern	apps.	

7.4.2. Location-based	system	Objective	Outcomes	
	
When	the	user	is	in	a	restaurant,	café,	or	similar	establishment,	the	app	will	automatically	display	
the	menu	items.	This	requires	modularizing	the	app	to	incorporate	a	contextual	data	version.	By	
implementing	 location	 services,	 the	 app	 can	 detect	 when	 the	 user	 is	 near	 a	 restaurant	 and	
promptly	display	 its	menu,	allowing	users	 to	easily	add	 items	to	 their	suggestions	 list	 for	 that	
location.	

Incorporate	 images	and	words	commonly	used	by	other	users	at	 the	current	 location	 into	 the	
user's	 image/word	 list.	This	will	streamline	the	process,	eliminating	the	need	for	each	user	to	
individually	add	landmarks	to	their	list.	Additionally,	implement	a	"save"	feature	that	allows	users	
to	add	these	suggested	words	to	their	ongoing	word	bank.	To	achieve	this,	develop	a	module	that	
displays	suggested	words,	which	will	vary	depending	on	the	location.	These	suggested	words	will	
be	sourced	 from	the	most	searched	 terms	associated	with	 the	restaurant,	using	data	acquired	
from	an	API.	

7.4.3. Large	Language	Model	Objective	Outcomes	
The	outcomes	we	intend	achieving	of	the	LLMs	surround	the	improved	performance	of	the	
group.	With	the	goal	of	having	a	real-time	arti_icial	voice,	performance	and	speed	of	responses	is	
paramount,	and	should	only	be	dependent	on	the	user’s	ability	to	use	the	application	(assisted	
by	the	previous	sections)	and	not	on	waiting	for	a	LLMs	results.	

To	do	this,	the	group	will	test	various	options	regarding	LLMs	(including	those	that	can	run	
locally	on	a	IOS	device).	As	well	as,	testing	options	regarding	different	prompts	for	the	LLM,	as	
well	as,	requesting	multiple	prompts,	and	constructing	prompts	using	previously	accepted	
sentences/phrases.	
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Appendices	
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